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Abstract. The purpose of this study is to explore the application and impact
of artificial intelligence-generated content (AIGC) on animation development, fo-
cusing on how AIGC transforms traditional animation creation processes, chal-
lenges established artistic workflows, and explores its work in restoring anima-
tion quality.

Methodology. This study comprehensively reviews the latest research find-
ings on AIGC technology in animation through literature analysis. The research
results are demonstrated through case analysis, illustrating the practical appli-
cation of AIGC technology in animation creation and its technological advance-
ments.

Results. AIGC has significantly transformed the animation creation model by
shifting from the traditional human collaboration approach to a more efficient hu-
man-AI collaboration model. In this new paradigm, creators can provide specific
content and learning instructions to Al, enabling the AI to generate content that
aligns with the creator's vision. This collaboration enhances the efficiency of the cre-
ative process, allowing creators to focus more on artistic expression and creativity.
Traditionally, animation creation has been labor-intensive, requiring considerable
time and human resources. AIGC tools now automate workflows involving text-to-
image, image-to-video, and video-to-audio transformations. However, while AIGC
tools excel at generating images and videos, audio design still relies on traditional
methods due to the emotional and nuanced nature of sound creation, an area in
which current AI technologies still struggle to replicate fully. Additionally, AIGC is
proving invaluable in restoring classic animated films. With its powerful image pro-
cessing capabilities, AIGC can repair damaged frames, enhance image quality, and
restore color fidelity. This ability to revive and improve classic works highlights
AIGC's potential to preserve animation history while enhancing the viewer experi-
ence.

Scientific novelty. This paper highlights the pioneering use of AIGC in trans-
forming traditional animation production methods, integrating advanced Al tech-
niques across all stages of creation. The research offers new insights into how AIGC
can enhance creativity and efficiency while reshaping artistic expressions in anima-
tion.

Practical relevance. The findings provide critical knowledge for animation
studios, filmmakers, and technologists exploring how to incorporate AIGC into their
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creative works effectively. The paper underscores the potential for AIGC to signifi-
cantly reduce production costs, enhance creative possibilities, and extend the life-
cycle of classic animated works, making it an indispensable tool in the evolving land-

scape of animation.

Keywords: AIGC, animation design, human-AI collaboration, animation produc-

tion workflow, animation quality restoration.

INTRODUCTION

With the rapid development of artificial
intelligence (AI) technologies, AI-Generated
Content (AIGC), as a key branch, is swiftly
transforming the ecosystem across various cre-
ative fields. Leveraging large-scale pre-trained
models and deep learning algorithms, AIGC
not only efficiently generates multimodal con-
tent such as text, images, audio, and video but
also emulates and even surpasses human crea-
tors’ styles and techniques, exhibiting remark-
able creative potential. AIGC'’s applications have
gradually permeated various creative industries,
with its influence on animation creation be-
coming increasingly profound.

As a representative cultural and creative
industry, animation is steadily becoming an es-
sential platform for the practice and innova-
tion of AIGC technologies. These technologies
have not only brought innovation to areas such
as image and video generation and editing but
have also driven continuous innovation in an-
imation creation, including scene construction,
the creation of virtual characters, and 3D mo-
tion generation. Through automated and per-
sonalized content creation, AIGC provides new
possibilities for the animation industry, making
the creative process more efficient, flexible, and
imaginative and further promoting the deep in-
tegration of animation creation with technolog-
ical advancements.

ANALYSIS OF RECENT RESEARCH

Numerous scholars have conducted in-
depth studies on the involvement of AIGC in an-
imation creation, covering various aspects from
theoretical analysis to practical applications. Kurt
D. E. reflected on the dynamic relationships be-
tween art, artists, and audiences, constructing
a theoretical framework for Al-generated art-
work [9]. His study emphasized that Al is not
merely a tool for assisting artistic creation but
an invaluable assistant with unique creative ca-
pabilities, offering new perspectives and possi-
bilities for artistic creation.

Liu Q. and Peng H. explored the role of Al
in enhancing the efficiency of animation crea-
tion, highlighting that despite the powerful tech-
nical advantages of AI, the core of animation

creation remains human-centric [11]. Animators
should base their designs on human nature to
ensure that the resulting works can resonate
emotionally with audiences, thus preserving the
humanistic warmth of artistic expression.

The Disney Research Institute led a study
on the application of Al across different stages
of animation creation, including script genera-
tion, image-based 3D character creation, and
the use of algorithms to optimize special effects
and post-production. Zhang Y. et al. successfully
developed natural language processing software
that transforms complex scripts into simple sen-
tence structures, subsequently converting these
scripts into coherent animated works using an-
imation system algorithms [19]. This achieve-
ment provided a new technological pathway for
script generation in animation creation.

Taylor S. et al. introduced a simple yet ef-
fective deep learning method to automatically
generate natural speech animations, ensuring
synchronization with input voice [17]. This ap-
proach yielded positive results in animation dis-
plays with various characters and voices. It en-
abled the real-time generation of on-demand
voice animations from user input, significantly
enriching the expressiveness and interactivity of
animations.

Some scholars have focused on popular
AIGC software, employing comparative anal-
ysis to examine their strengths and weaknesses
in different fields. Chen S. et al. proposed the
PAnic-3D system, which can directly reconstruct
stylized 3D character models from illustrations,
using non-photorealistic contour lines for col-
oring, providing an innovative technical solu-
tion for character modeling and improving the
efficiency and quality of character design [4].
Reddy V. S. et al. explored new methods for
creating visual effects in dynamic images, uti-
lizing convolutional neural networks to analyze
the visual effects in the Hollywood animated film
«Coco» [15].

Borji A. conducted a precise quantitative
comparison of the text-to-image face genera-
tion capabilities of three software tools: Stable
Diffusion, Midjourney, and DALL-E 2 [3]. The
study found that Stable Diffusion outperformed
the other two tools in generating realistic human
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faces, while Midjourney’s faces exhibited a more
surreal and cartoon-like style, providing valu-
able insights for animation creators when se-
lecting appropriate image-generation software.
These studies demonstrate that AIGC plays a
positive role in animation creation.

PURPOSE

Current research primarily focuses on
the practical application of AI technologies in
animation creation, exploring various aspects
such as the technology itself, software tools,
and technological applications. The above
studies highlight that the involvement of AIGC
in animation creation is an unstoppable trend.
However, there is still a lack of comprehensive
research on the profound impacts of AIGC on
animation creation, especially its effects on
traditional creative processes and artistic ex-
pression. Therefore, this paper aims to analyze
the practical applications of AIGC in animation
creation, examine the challenges and trans-
formations it presents to traditional animation
creation methods, and explore the future de-
velopment directions of AIGC technologies in
the field of animation.

THE RESULTS OF THE RESEARCH AND
THEIR DISCUSSION

Changing the Animation Creation
Model. In today’s world, AI technologies have
profoundly and significantly impacted visual
arts, industries, culture, and media. Traditional
artistic production methods typically rely on ex-
tensive manual creation, operating under a col-
laborative human effort model. In the Al era,
AIGC, by automating content generation, has
greatly enhanced creative efficiency, shifting
the model from human collaboration to hu-
man-AlI collaboration [5].

In the human-AI collaborative creation
model, creators only need to set specific con-
tent and issue learning instructions to the Al
until the generated content meets their expec-
tations. In this process, creators are respon-
sible for thoughtful task design, while Al fo-
cuses on completing the task. By collaborating
with AIGC, creators can focus more on crea-
tivity and artistic expression, thus enhancing
the creativity and expressiveness of the work.

A landmark animation work in this con-
text is «The Dog & The Boy». This piece, the
world’s first Al-assisted animated short film,
was jointly produced and released by Netflix,
Microsoft’s Rinna, and Japan’s WIT Studio in
early 2023. The animation tells the story of a
boy reunited with a robotic dog. The produc-
tion adopted a blend of traditional animation

techniques and AIGC technology, where AI
assisted in the creation of scene designs and
background music, while the story script and
character designs still relied on traditional
writing and manual creation. Notably, Al was
used in the creation of background art through
a custom system known as Primitive Al. In this
collaborative background creation process, an-
imators first created simple scene sketches,
which were then refined by Al-generated im-
ages, followed by multiple iterations and ad-
justments by animators until they met the re-
quired standards as shown in Fig. 1. Although
this work has received some negative criticism
on the Internet, it proves that the human-ma-
chine collaboration creation method of anima-
tion is gradually becoming a trend [2].

The film's director, Makihara Ryoutarou,
endorsed the human-Al collaborative crea-
tion model in interviews. Creators view AIGC
as a powerful assistant, allowing them to focus
solely on deepening creativity and expressing
individuality, thus expanding their creative
space and freedom. This human-Al collabora-
tion approach is gradually becoming a main-
stream trend in the animation industry.

Disrupting Traditional Animation
Creation Processes. Animation creation has
always been a collaborative process, and tra-
ditional animation creation workflows can be
divided into three stages (Fig. 2): pre-pro-
duction, production, and post-production [1].
Pre-production involves key stages such as
concept creation, material collection, script-
writing, animation style setting, character de-
sign, scene design, prop design, and storyboard
creation. The mid-production phase focuses on
the creation of animation movement laws, and
for 2D animation, it includes line art and col-
oring [14], while for 3D animation, it involves
character and scene modeling and rigging [6].
The post-production phase includes editing,
sound effects, special effects, compositing, and
rendering. Traditional animation workflows are
time-consuming, labor-intensive, and often re-
quire considerable human effort [8].

The introduction of AIGC has disrupted
these traditional processes, replacing them with
a more efficient and flexible fully automated
workflow involving text-to-image, image-to-
video, video-to-audio as shown in Figure 3.

In the script creation phase, creators
can use text-based AIGC tools to gain inspira-
tion and outline the plot, quickly generating a
story framework and refining the script [12].
During character and scene design, image-gen-
eration tools automatically generate char-
acter designs and background images based
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Step 2: AI Generation

Step 3: AI Generation Step 4: Final BG
Fig. 1. Scene Design from The Dog & The Boy, Netflix, 2023
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Fig. 2. Traditional Animation Creation Workflow (scheme of authors)
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Fig. 3. Animation Creation Workflow with Full AIGC Involvement (scheme of authors)

on textual descriptions [18], reducing time
spent on hand-drawing and design. Text-
based and image-based AIGC tools can work
in tandem to generate animated storyboard
frames. By using text generation tools to con-
vert the script into a textual storyboard, fol-
lowed by image generation tools and manual
adjustments, the final storyboard frames are
created.

In video and audio generation, AIGC tools
such as Runway for video generation and Stable
Audio for sound generation are used [7]. In an-
imation video generation, with Runway, crea-
tors can input images into an online platform,
add minimal textual descriptions, set camera
movements, and through several iterations,
obtain the final video frame. In sound design,
AIGC-generated audio clips lack emotional nu-
ance, and traditional animation audio creation
methods are still more suitable for the actual
creation process.

It is important to note that the text-to-
image or image-to-video process is iterative,
requiring creators to continuously intervene
and fine-tune the AIGC tools to produce the de-
sired visuals or videos. If the images or videos
are subpar, further adjustments and iterations
are necessary.

Restoring Classic Animated Works.
In the field of image restoration and enhance-
ment, AIGC demonstrates unique advantages
with its powerful data processing and learning
capabilities, breathing new life into classic ani-
mated works [10]. Many classic animated films,
due to their age, have suffered deterioration of

their preservation media (such as film reels),
resulting in reduced image quality and nega-
tively impacting the viewing experience and the
artistic and cultural value of the works. AIGC
technologies, by deep learning from extensive
image data, can accurately identify and repair
these image issues [13].

The Shanghai Animation Film Studio, a
cradle of Chinese traditional animation, has cre-
ated many renowned animated works. However,
many of these classics were preserved on film,
which has deteriorated over time, severely im-
pacting their artistic effects and visual appeal.
In early 2022, local companies Xigua Video
and Volcano Engine launched the «4K Video
Restoration Project», using AIGC technology to
restore the 1961 classic animation «Havoc in
Heaven» to 4K, as shown in Figure 4.

In this process, the AIGC system scans
and analyzes each frame of the film, using
pre-learned image features and patterns to in-
telligently remove noise, making the images
clearer and smoother. For blurry or scratched
sections, the algorithm enhances and sharpens
the edges and details, intelligently filling in
and repairing the image based on surrounding
visual information. Regarding color distortion,
AIGC accurately restores and optimizes the
colors based on the animation's style and ref-
erences from other materials, revitalizing the
vivid color appeal of the visuals. By the end
of 2022, Xigua Video and Volcano Engine had
completed the 4K restoration of over a hundred
Chinese classic animations, rejuvenating works
that have endured for over 60 years.
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Fig. 4. Havoc in Heaven 1961 Version vs. 4K Restored Version, China, 1961, 2022

CONCLUSIONS

With the continuous advancement of AIGC
technology, the animation creation industry
is undergoing unprecedented transformation.
Animation production companies and institu-
tions are adopting AIGC technologies enthusi-
astically and gradually incorporating them into
existing workflows, exploring new models for
AIGC + animation creation, opening new chap-
ters in animation development. Although AIGC
still faces limitations in understanding human
emotions, creative depth, and subtlety, and its
stability and reliability require further improve-
ment, its powerful generative capabilities and
efficient workflows have already made it an in-
tegral part of the animation industry. In the fu-
ture, as technology evolves and improves, AIGC
is expected to play an even more significant role
in animation creation, propelling the industry to
new heights and generating more exceptional
animated works to meet the growing cultural de-
mands and aesthetic expectations of audiences.
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AHOTALIA

YeHp JIiHYtOH, XuHeBu4y P. 3acrocyBaHHsl Ta BIJINB KOHTEHTY,
3reHepoBaHOro WTy4YHUM iHT€JIeKTOM, Ha CTBOPEHHS aHimauii

Mera [OoC/ig)XEHHSI — BUBYNUTU 3aCTOCYBAHHS Ta BI1/IMB KOHTEHTY, CTBOPEHOIO
LUTYYHUM [HTE/IEKTOM, Ha PO3PO6KY aHiMalii, 30CepeanBLINCE Ha TOMY, SIK LUTYYHUNI
iHTenekT (LUI) TpaHcopMye TpaauLUiviHi MpoLecy CTBOPEHHS aHiMalii, Kuga€e BUKIINK
yCTaaeHuM XyAOXHIM poboynm ripoLecaMm 1a BUKOHYE poboTy Mo BiHOB/IEHHIO SIKOCTI
aHimadii.

Metogonoris. Y crarti Bcebi4yHO pO3r/iSHyTO OCTaHHI pe3yibTaTv [OC/iAXEHb
TexHosorii AIGC B aHimauii, BUKOPUCTOBYOYM aHasi3 saitepatypu. Pesysbtatu [o-
C/iOKEHHSI AEMOHCTPYIOTLCS Yepe3 aHasliz KOHKPETHUX TPUKIaAIB, O /TIOCTPYOTh
NMpakTu4yHe 3acTtocyBaHHs TexHosorii AIGC y CTBOpeHHI aHimawlii Ta if TeXHO/10r4YHi 40~
CArHEHHS.

Pe3ynbrarn. AIGC cyTTeBO TpaHC@OpMyBaB MoAeslb CTBOPEHHS aHiMadii, neperi-
LUOBLUM Bif TpaauLUiiHOro nigxo4y 4o crisrpadi M rogbmu 40 6inlbLy eheKTUBHOI MO-
Aeni cnisnipadi Mixx rogmHoto 1a LI Y yiv HOBIM napaanrmi TBOpLi MOXYTb HagaBatu
LLII KOHKPETHMI KOHTEHT | HaB4yasibHi iHCTPYKLUil, 1O [O3BOJISIE OMY rEHEPYyBaTH KOH-
TEHT, SSKu¥ BigroBigae ba4yeHHo TBopUs. Taka criiBripaus nigBulllye e(heKTUBHICTb TBOP-
4oro ripouecy, A03B0/Is1H04YM aBTopaM biibLLIE 30CEPEANTNCS HA XY[OXKHLBOMY BUPAXKEHHI
Ta TBOPYOCTI. TpagumUifiHO CTBOPEHHS aHiMauii 6y10 TpyAOMICTKUM MPOL|ECOM, LLO BU-
maraB 3Ha4yHuX BUTPAT 4Yacy Ta JI0ACbKuX pecypciB. IHcTpymeHT AIGC Ternep aBToMa-
THU3yoTb poboyi rpoLecu, roB'sa3aHi 3 rnepeTBOPEHHSIM TEKCTY B 306paeHHs, 306pa-
JKEHHS y Bigeo Ta Bigeo B ayaio. OgHak, xo4a iHcTpymeHTn AIGC 4y40BO CripaB/isiioTbCS
3/ CTBOpPEHHSIM 306pa)keHb i Bigeo, ayAioan3ariH BCE LU€E MOKAaAaETbCS Ha TPaanLiiHi
MeToAn 4Yepe3 eMOLUiViHy Ta HI0aHCOBaHy rpupoay CTBOPEHHS 3ByKy. Kpim Ttoro, AIGC
BUSIBJISIETbCS 6E3UIHHUM Y BiAHOB/IEHHI KJ1aCUYHUX aHIMaLiiHux @inbmiB. 3aBAsiKun CBOIM
MOTYXKHUM MOXX/INBOCTSIM 06p0obKu 306pakeHb, AIGC Moxxe BigHOB/IHOBATU MOLLKOAXKEHI
Kaapu, MoKpalyyBaTy SIKICTb 306paKeHHs1 Ta BigHOBJ1I0BATV TOYHICTb repesadYi Koabopy.
L{s 34aTHICTb BiAgpoAXyBatu T1a MOKPAaLLyBaTHn KAacu4Hi TBOPY TMiAKPEC/TIOE MOTEHLias
AIGC y 36epexxeHHi icTopii aHimauii, BOAHOYAaC roKpaLLyrym rsaalLbKui 4OCBij.

HaykoBa HOBM3Ha. Y CTatTi BUCBIT/IOETbCS HOBAaTopcbKe BUKopuctaHHs AIGC
y TpaHcgopMauii TpaanLiiHnx MEeTo4iB BUMPObHULTBA aHimawii, iHTerpyroymn nepenosi
METOAM LUTYYHOIO IHTE/IEKTY Ha BCiX eTariax CTBOPEHHS. 3ariporioHOBaHoO HOBE po3y-
MiHHSI TOro, sik AIGC MOXe MigBULNTN KPeaTUBHICTb Ta €PEKTUBHICTb, 04HOYACHO 3Mi-
HIOOYN XY[OXKHI 3aCO0bU BUPaxXeHHS B aHimauii.

MpaKTn4yHa 3HavYyLWicTb. Pe3yibTatv 4OC/IAXEHHS HaAarTb BaXinBi 3HaHHS
aHiMaliviHUM CTyAdisM, pexucepaMm i TEXHOJIoraMm, SIKi AOC/IAXYHTb SIK €(peKTUBHO
BriposagxyBatn AIGC y cBor TBopUicTb. [MigkpecneHo noteHyian AIGC 4/18 3Ha4yHoro
3HUXKEHHSI BUPOOHUYMNX BUTPAT, PO3LUMPEHHSI TBOPYMX MOXX/INBOCTEN | MOAOBXKEHHS
XKUTTEBOro UMKI/Y KAACUYHUX aHiMauiiHUX TBOPIB, O pO6UTb HOro He3amiHHUM iH-
CTPYMEHTOM B aHimawlii, LLjo pO3BUBAETbLCS.

Knrwyosi cnoBa: AIGC, aHimMauiviHni gu3ariH, CriBrnpaus Mix arnganHor 1a LUI,
pobounii npouec BUpObHULTBA aHiMalii, BiAHOB/IEHHS SIKOCTi aHiMadii.
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